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Abstract

Internal conversion is an inherently quantum mechanical process. To date, ”ab-initio” com-

putation of internal conversion rates was limited to harmonic based approximations. These are

questionable since the typical transition to the ground electronic state occurs at energies which are

far from the harmonic limit. It is thus of interest to study the applicability of the Semiclassical

Initial Value Representation (SCIVR) approach which is in principle amenable to ”on the fly”

studies even with ”many” degrees of freedom. In this work we apply the Herman-Kluk-SCIVR

methodology to compute the internal conversion rates for Formaldehyde for a variety of initial

vibronic states. The SCIVR computation gives reasonable agreement with experiment, while the

harmonic approximation typically gives rates that are too high.
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I. INTRODUCTION

The Internal Conversion (IC) rate plays an important role in determining the lifetime of

electronically excited states. It is of major interest in the design of light emitting molecules,

since the light emitting efficiency is governed by the competition between radiative and

radiationless decay processes [1].

The study of the nonradiative decay of excited vibronic states has a long history. Lin and

Bersohn [2, 3] set the framework over forty years ago in their seminal papers. A summary

of the historical development of the theory may be found in a recent review by Lin et al [4].

These studies are though limited to harmonic models for the vibrations in both the ground

and excited electronic state [5]. At best, anharmonicity is dealt with using perturbation

theory about the harmonic limit as described for example in Refs. [6–8].

Especially for IC, where the transition occurs from an excited electronic state to high

energy vibrations in the ground electronic state, one may expect that the harmonic approx-

imation for the dynamics and its extensions on the ground state potential may fail. The

density of vibrational states on the ground electronic state is typically much higher than

predicted from a harmonic model. In a previous model computation for a system with two

degrees of freedom we demonstrated this failing of the harmonic based theories [9].

An important advantage of the harmonic theory is that one may use ab-initio methods

for the force fields and thus estimate from first principles the IC rates [7, 8, 10, 11]. This is

not the case when one attempts to use numerically exact quantum computations such as the

MultiConfiguration Time Dependent Hartree (MCTDH) method [12]. Quantum mechanical

propagation methods need to employ a global force field which is rather difficult to obtain for

multidimensional systems. One approximate way of overcoming this difficulty is by using

a reaction path Hamiltonian for classifying the degrees of freedom into small amplitude

coordinates and large amplitude coordinates [13].

An alternative approach would be to use the Semiclassical Initial Value Representation

(SCIVR) approach [14]. SCIVR is known to treat quantum effects such as zero point energy,

superposition and weak to moderate tunneling rather well. Especially the Herman-Kluk

(HK) frozen Gaussian SCIVR propagator [15] is amenable to ab-initio computations in the

sense that it relies on the dynamics of the bare potential and needs as input only the local

force field and its spatial derivative.
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In previous work, we tested the HK SCIVR approximation on a model system with two

coupled anharmonic degrees of freedom [9]. We found that the HK SCIVR is an excellent

approximation to the exact quantum dynamics, while the harmonic approximation was un-

satisfactory. The SCIVR has been used previously rather successfully within an ”on-the-fly”

approach. Ceotto and coworkers have implemented various versions to study the dynamics

of the water molecule [16] and Fermi splittings for CO2 [17, 18]. The same group has also

recently presented an on-the-fly study of the ground state dynamics of the Formaldehyde

molecule [19]. A frozen Gaussian SCIVR has been also used successfully to compute an

on-the-fly photo-absorption spectrum of Formaldehyde in Ref. [20].

In this paper we implement an on-the-fly application of the HK SCIVR approximation

for the computation of internal conversion rates for Formaldehyde. The central objective of

this paper is to compare results obtained with the HK-SCIVR method for vibronic internal

conversion rates with experiment and a harmonic approximation. We find that the semi-

classical theory gives reasonable agreement with the experiment and is quite superior to the

harmonic based estimates.

The theoretical framework needed for implementation of the HK-SCIVR theory to in-

ternal conversion is given in Section II. The actual implementation and comparison with

experiment and the harmonic results is described in Section III. We end with some conclud-

ing remarks in Sec. IV.

II. THEORETICAL FRAMEWORK

A. The electronic structure of Formaldehyde

The TURBOMOLE package [22] was used to compute the force field needed for Formalde-

hyde CH2O as presented in this section. We used DFT with the b-p functional [29], and

our basis functions were def2-TZVP [27]. Our SCF convergence criterion was 10−9, and our

grid was “m3” employing a coarser grid at the beginning of the SCF iterations, and grid of

3 in the final SCF iteration and the gradient evaluation [28].

The molecular shape of Formaldehyde is trigonal planar, the equilibrium positions in the

ground electronic state are shown in Figure 1. The six normal modes of the molecule are

described in Figure 2.
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FIG. 1: The equilibrium structure of Formaldehyde in the ground electronic ground state. Lengths

are given in Å.

FIG. 2: The normal modes of Formaldehyde. The + and - signs in mode 4 represent movements

out of the equilibrium plane.
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The frequencies and reduced masses of the normal modes of the ground and excited

electronic states of Formaldehyde are summarized in Table I.

TABLE I: Normal modes of Formaldehyde. Frequencies are in cm−1 and reduced masses in atomic

mass units.

Mode Symmetry Ground frequency Excited frequency Ground reduced mass Excited reduced mass

Mode 1 A1 2787 3120 1.0400 1.0400

Mode 2 A1 1763 1300 6.5329 1.7869

Mode 3 A1 1487 1238 1.1314 2.1101

Mode 4 B2 1154 i528 1.3493 1.3493

Mode 5 B1 2831 3254 1.1180 1.1180

Mode 6 B1 1225 832 1.3259 1.3259

The excited electronic state frequency of mode 4 is imaginary, the equilibrium structure of

the molecule is not planar. The out of plane bend motion is a barrier normal mode separating

the two symmetric non-planar equilibrium structures. It is especially this relatively floppy

motion which invalidates the harmonic approximation for the molecule in the excited state.

The computed potential energy as a function of the mode 4 coordinate, keeping all other

modes in their equilibrium position is shown in Fig. 3. The line in the Figure is a fit to the

numerical data using the following polynomial:

V (q4) = −5.79×10−5q10
4 +6.98×10−4q8

4−3.69×10−3q6
4+1.35×10−2q4

4−1.027×10−2q2
4, (2.1)

which gives the potential energy in atomic units. The difference between the fit and the

numerical data is smaller than the width of the line shown in the Figure.

One also observes that the reduced masses for modes 2 and 3 (see Table I) differ in the

ground and excited electronic states. The reason is that these two modes have Dushinsky

[30] rotations. The transformation relating the two non mass weighted modes in the ground

and excited electronic states, has been derived by using the vibrational normal mode vectors

for the ground and excited electronic states, each representing the transformation from non

mass weighted normal mode coordinates for the ground and excited electronic states, re-

spectively, to the equilibrium Cartesian coordinates (which slightly differ for the ground and

excited electronic states). Calling the mass weighted coordinates for the ground electronic

state q′i,g, i = 2, 3 and for the excited electronic state q′i,e, i = 2, 3, where q′ =
√
mq, the
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FIG. 3: The computed potential energy as a function of the normal mode coordinate q4 for the

excited electronic state of Formaldehyde.

transformation between the two non mass weighted coordinates is found to be





q′2,e/
√

1.7869

q′3,e/
√

2.1101



 =





1.61121 −0.42744

0.94696 0.61681









q′2,g/
√

6.5329 + 0.195201

q′3,g/
√

1.1314 + 0.02926



 , (2.2)

where the shifts are in atomic units. Equivalently, the orthogonal transformation between

the mass weighted coordinates is





q′2,e

q′3,e



 =





cos(32.594o) − sin(32.594o)

sin(32.594o) cos(32.594o)









q′2,g

q′3,g



 +





0.404

0.337



 , (2.3)

The differences in the equilibrium positions for the remaining normal modes in the ground

and excited electronic states have negligible projections on the other normal modes, so that

for all other modes:

qn,g = qn,e for n 6= 2, 3. (2.4)
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FIG. 4: The potential around the equilibrium position of the ground coordinates q2,g and q3,g.

The vertical (green) lines show the positions on which the excited state equilibrium is shifted, i.e

-0.195201 and -0.029265 for panels (a) and (b) respectively - according to Eq. 2.2.

Figure 4 shows the potential energy around the ground equilibrium position as a function

of q2,g in panel (a), and as a function of q3,g in panel (b), and on each plot we marked the

excited equilibrium position. We observe that on the q2 axis, the excited electronic potential

is slightly shifted toward the dissociative side, but the ground energy at the shift position

is less than 3% the dissociation energy, while on the q3 axis the excited electronic potential

is very slightly shifted toward the repulsive side. In previous work [9] we found that for

the case that the excited electronic potential is shifted toward the dissociative side, the

anharmonic IC rates are higher than the harmonic rates. This does not seem to be the case

here, we therefore may expect the harmonic rates to be on the same order of magnitude as

the anharmonic, or even higher.

B. Theory of radiationless decay

We consider the decay induced by nonadiabatic coupling from an excited vibronic state

of Formaldehyde, to the ground electronic state. The radiationless decay rate is given by

Fermi’s golden rule [3, 31]:

Wi→f =
2π

~

∑

ν

∑

ν′

Pν′|〈φν〈χg|HBO|χe〉ψν′〉|2δ(Eν −Eν′) (2.5)

where Pν′ is the initial probability of the molecule to be in the ν ′ energy level of the excited

state whose eigenfunction is χeψν′ , where χe and ψν′ are the electronic and nuclear wave-
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functions, respectively. The final state ν on the ground electronic surface has the energy

Eν and eigenfunction χgφν , where χg and φν are the electronic and nuclear wavefunctions,

respectively. Energy conservation is reflected through the Dirac ”delta” function δ(Eν−Eν′).

HBO is the Born-Oppenheimer coupling operator due to the breakdown of the adiabatic

approximation and is expressed by a sum of nuclear momenta operating on the nuclear and

electronic wave functions as follows [3, 6, 31, 32]:

HBO|ψχ〉 =
∑

l

1

ml
(−i~ ∂/∂ql|ψ〉) (−i~ ∂/∂ql|χ〉) (2.6)

where the sum is over all six degrees of freedom of Formaldehyde. We may hence express

the matrix element coupling the excited and ground vibronic states as:

〈φν〈χg|HBO|χe〉ψν′〉 = −~
2
∑

l

1

ml
〈φν|Rl ∂/∂ql|ψν′〉 (2.7)

with

Rl ≡ 〈χg|∂/∂ql|χe〉, (2.8)

representing the derivatives of the electronic wave function with respect to the nuclear

coordinates. Rl are termed the non adiabatic coupling matrix elements (NACME), and may

be expanded in powers of the normal mode coordinates as follows:

Rl = Rl0 +
∑

k

alkqk +
∑

nm

blnmqnqm + ... , (2.9)

Because the Formaldehyde molecule has a C2v symmetric equilibrium geometry, the NACME

transformed to the normal coordinates vanish at the equilibrium positions, i.e. Rl0 = 0.

Hence we shall use the first non vanishing order, and express Rl as a linear combination of

the coordinates:

Rl =
∑

k

alkqk, (2.10)

where alk are the slopes at the equilibrium position. Because of the symmetries of the

molecule (see Table I) the only non zero slopes are a45, a46, a54 and a64, while the other

slopes are of the order of magnitude of 10−8 a.u. . The slopes were determined by computing

the dependence of the Rj’s on the relevant normal mode coordinates, as shown in panels a-c
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FIG. 5: The dependence of the nonadiabatic coupling elements Rj ’s on the relevant normal mode

coordinates: panel (a) shows the dependence of R5 and R6 on the coordinate q4, panel (b) shows

the dependence of R4 on the coordinate q5 and panel (c) shows the dependence of R4 on the normal

coordinate q6. Below each panel, the states of the molecule in the limits of q = 0 and q = 1 are

depicted, for the relevant coordinate.

of Fig. 5.

The resulting matrix of non-adiabatic coupling elements used in our computations is:

a =



























0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0.15 0.008

0 0 0 0.08 0 0

0 0 0 0.02 0 0



























, (2.11)
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Eq. (2.5) is then rewritten as:

Wi→f = 2π~
3
∑

ν

∑

ν′

Pν′

∣

∣

∣

∣

∣

∑

l,j

alj

ml
〈φν|qj∂ψν′/∂ql〉

∣

∣

∣

∣

∣

2

δ(Eν − Eν′) (2.12)

Using the Fourier representation of the Dirac “delta” function

δ(Eν −E) =
1

2π~

∫

∞

−∞

dt e−
i
~
(Eν−E)t (2.13)

one defines a time dependent density as:

ρ(t) ≡ ~
2
∑

l,j

∑

m,k

aljamk

mlmm

〈qk∂ψ/∂qm|e− i
~

Hgt|qj∂ψ/∂ql〉 (2.14)

where Hg is the Formaldehyde electronic ground state Hamiltonian. The transition rate for

a specified initial state in the excited state potential is then the Fourier transform of the

density

Wi→f(E) =

∫

∞

−∞

dt e
i
~

Etρ(t) (2.15)

evaluated at the energy E which is the difference between the energy of the initial vibronic

excited state and the bottom of the ground electronic state potential energy surface. It is

convenient to write the energy E as

E = ∆E + Ei, (2.16)

where Ei (initial energy) is the difference between the energy of the initial vibronic excited

state and the barrier level of the excited electronic state potential energy surface (defined as

0 energy in Figure 3) and ∆E (the gap) is the energy difference between the above barrier

level of the excited electronic state potential and the bottom of the ground electronic state

potential energy surface.

The energy Ei is calculated as follows. In the excited electronic state, the system is

prepared at low energies where a harmonic approximation for the motion is reasonable,

except for mode 1, where as shown in Figure 3 such an approximation is not valid. We

assume that the motion in the excited state is separable so that the energy Ei of the initial
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vibronic state, described by quantum numbers n1, ...n6 for the six modes is:

Ei = E1(n1) +
6

∑

k=2

~ωe k(nk + 1/2) (2.17)

where ωe,k are the excited electronic state frequencies of the harmonic modes (see Table I)

and E1(n1) are the energy levels of mode 1, for excitation n1, which have been calculated

numerically. The lowest states are found at -181, -69, 410, 857, 1402, 2010 cm−1 where the

zero of energy is the barrier (planar) top of the potential along this mode.

The gap ∆E is obtained ab-initio using DFT with the b-p functional [29], with basis

functions def2-TZVP [27]. Our SCF convergence criterion was 10−9, and our grid was “m5”

and we used a TDDFT calculation of singlet excited states (rpas) and optimized using

“egrad”. We obtained ∆E = 0.13039325 a.u. = 28, 618 cm−1. From this value one may

calculate ∆E00 defined as the energy difference between the 0’th vibronic states in the excited

and ground electronic states, by adding the lowest value of Ei (which is 4685 cm−1) and

subtracting the lowest vibronic ground state energy obtained with a harmonic approximation

which comes out to 5623.5 cm−1 (see Table I). The resulting calculated ∆E00 = 27679.5 cm−1

underestimates the experimental result of 28188 cm−1 [20, 21] by 508.5 cm−1.

The Hamiltonian of the ground electronic state is taken to be:

Hg = V (Q1, ..Q12) +
12

∑

k=1

P 2
k

2Mk

(2.18)

where the 12 coordinates Q and 12 momenta P are the x, y and z components of the

coordinates and momenta of the 4 atoms of Formaldehyde. Ordering them as C,O,H,H,we

have that Q1, Q2 and Q3 are the x, y and z coordinates of the C atom, Q4, Q5 and Q6

are the x, y and z coordinates of the O atom, and so on. The masses Mk are the real

masses of the atoms, with the same ordering M1 = M2 = M3 = 12.0107u is the mass of

the Carbon atom, M4 = M5 = M6 = 15.9994u is the mass of the Oxygen atom, and so on.

The potential energy V (Q1, ..Q12) is computed on the fly using the TURBOMOLE software

with DFT using the b3-lyp functional [23–26].

One of the objects of the present study is to assess the validity of the harmonic approxi-

mations to the ground state electronic dynamics. For this purpose we define the harmonic
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ground electronic state Hamiltonian:

Hg (harmonic) =
6

∑

k=1

1

2
mkω

2
kq

2
k +

p2
k

2mk

, (2.19)

where the sum is over all the normal modes described in Table I, qk and pk are the normal

coordinates and momenta, and ωk and mk are the ground electronic state frequencies and

masses given in Table I.

C. The semiclassical Herman-Kluk propagator

The Herman Kluk SCIVR propagator for a system with N degrees of freedom is [15]

K̂0(t) =

∫

∞

−∞

dpdq

(2π~)N
R(p,q, t) exp

(

i

~
S(p,q, t)

)

|g(p,q, t)〉〈g(p,q, 0)| (2.20)

where p and q are the N dimensional momentum and coordinate variables respectively. The

Herman Kluk prefactor is defined as:

R(p,q, t) =
√

det

[

1

2

(

Γ1/2MqqΓ−1/2 + Γ−1/2MppΓ1/2 − i~Γ1/2MqpΓ1/2 +
i

~
Γ−1/2MpqΓ−1/2

)]

.

(2.21)

The monodromy matrices are defined by:

Mab ≡
∂at(p,q)

∂b
(2.22)

where a and b may be either p or q, and Γ is a constant in time N × N matrix (usually

taken to be diagonal), establishing the width of the coherent states - see Eq. (2.24). Each

initial phase space point p,q is evolved classically reaching the point pt,qt at time t. The

classical action along the trajectory is

S(p,q, t) =

∫ t

0

dt′ (p′

tq̇
′

t −H(p,q)) (2.23)
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and the coordinate representation of the coherent state |g〉 is given by

〈x|g(p,q, t)〉 =

(

det(Γ)

πN

)1/4

exp

[

−1

2
(qt − x)TΓ(qt − x) +

i

~
pt · (x − qt)

]

. (2.24)

The HK propagator as defined in Eq. (2.20) is the zero-th order approximation to the

exact quantum propagator exp
(

− i
~
Ht

)

. As has been shown in Refs. [33, 34] higher order

corrections to the propagator may be calculated. However, the first order correction requires

the a priori knowledge of the global potential surface (see Eq. 2.18), and so is not readily

amenable to ”on the fly” computation. Moreover, in a previous study of some model systems

[9] we found that the zero-th order is an excellent approximation for the quantum propagator

for internal conversion calculations. We therefore limited ourselves to using the zero-th order

HK approximation given in Eq. 2.20 for computing the time dependent density function

(Eq. 2.14).

Using the HK SCIVR approximation for the propagator (Eq. 2.20), the expression for

the time dependent density (Eq. 2.14) becomes

ρ(t) =

∫

∞

−∞

dpdq

(2π~)6
R(p,q, t) exp

(

i

~
S(p,q, t)

)

~
2 Z(t)Z∗(0), (2.25)

where Z(t) denotes the time evolving function

Z(t) =
∑

m,k

amk

mm

〈qk∂ψ/∂qm|g(p,q, t)〉. (2.26)

We remark that in the above sum we have 4 terms, i.e. the indices (m, k) are (4, 5),

(4, 6), (5, 4) or (6, 4), according to Eq. 2.11. Each term is a multiplication of overlaps of

the type 〈qkψk|gk(p,q, t)〉, 〈ψk|gk(p,q, t)〉 or 〈∂ψk/∂qk|gk(p,q, t)〉, k being one normal mode

coordinate, except for coordinates 2 and 3 which have Dushinsky [30] rotations and must be

calculated together as 〈ψ2,3|g2,3(p,q, t)〉.

13



-6e-09

-4e-09

-2e-09

0

2e-09

4e-09

6e-09

8e-09

0 50 100 150 200 250 300 350

R
ea

l(ρ
) 

[a
.u

.]

time [a.u.]

FIG. 6: The real part of the time dependent density function given in Eq. 2.14 for the decay of the

ground vibrational state 00 in the excited state, calculated on the fly.

III. NUMERICAL CALCULATIONS

A. The semiclassical implementation

The time dependent density function ρ computed on the fly for the vibrational ground

state function in the excited state is shown in Figure 6. Note that it decays to zero within

400 a.u., that is within 10 fsec (which is about half the average period associated with the

ground electronic state frequencies). We then used this time period in all the remaining

computations, using 800 time steps for the integration of the equations of motion.

The integration variables in Eq. 2.20, are the ground mass weighted normal mode coordi-

nates and momenta, hence there are 12 integration variables. During the propagation, these

coordinates and momenta are transformed to Cartesian coordinates and momenta and the

propagation of the classical equations of motion is carried out using the Cartesian Hamil-

tonian as given in Eq. 2.18. At each point along the trajectory, the Cartesian coordinates
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and momenta are transformed into mass weighted normal mode coordinates and momenta

and used in the calculations of the prefactor and action in Eq. 2.21 and 2.23. Similarly, the

Hessians needed for the time evolution of the monodromy matrices (Eq. 2.22) and the HK

prefactor have been obtained ab-initio and transformed to mass weighted normal coordi-

nates. Because the computation of the Hessians is time consuming, only the first Hessian on

each trajectory has been calculated, and the following Hessians are interpolated by a Hes-

sian update scheme [37]. This method is valid since the Hessians change rather smoothly

along the trajectories. Comparison of the results of the Hessian update scheme with the

numerically exact Hessians along a single trajectory shows that the update scheme leads to a

typical error of 5%, which we believe is acceptable. The expense of computing the Hessians

numerically exactly along the trajectory would have made the computation too expensive

for us to carry out.

The width matrix Γ appearing in the coherent states was taken to be diagonal in the

normal mode representation with elements Γjj = mjωj/~, where mj = 1 when using the

mass weighted coordinates and momenta and the ωj are the ground electronic state harmonic

frequencies as given Table I. In the computation of the overlap between the coherent states in

the ground state representation and the initial states in the excited state, the transformation

between the two sets of the coordinates, including Dushinsky rotation and shifts have been

incorporated. The phase space integrals needed to obtain the time dependent density were

performed using a Monte Carlo integration. The weight function used was obtained from the

overlap of the coherent states with the initial wavefunction of the excited state, according

to Eq.2.26. Convergence was achieved using 60000 trajectories leading to an accuracy of

about 1.5%. This has been measured by comparing the standard deviation of the difference

between the density functions resulting from the whole sample of 60000 trajectories and

from half of the above sample.

B. Results

We calculated the life times (i.e. 1/Wi→f in Eq.2.15) for several initial excited states, with

the ab-initio potential as defined through Eq. 2.18 and with the harmonic approximation

according to Eq. 2.19. The results, plotted in Figure 7 are tabulated in Table II, which also

provides the experimental results reported in Ref. [36].
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FIG. 7: The lifetimes for the group of states 41 in panel (a), 43 in panel (b) and 51 in panel

(c). The states are named so that the regular script number represents the number of the mode

(shown in Figure 2) and the superscript number is the excitation level. In each panel we show

results for the on-the-fly (OTF) ab-initio computation using either the theoretical or the measured

gap, results for the harmonic computation (HAR) using either the theoretical or the measured gap

and the experimentally measured results, shown in Table II in the third, fourth and fifth columns,

respectively.
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TABLE II: Internal conversion lifetimes [nsec] for different initial excited states. The results corre-

spond to the ab-initio (anharmonic) potential, the harmonic potential and the experimental results

reported in Ref. [36]. The 2 columns separated by a comma in the ab-initio and harmonic columns

represent 2 variants of the results: the left result obtained by using the ab-initio gap ∆E from

Eq.2.16 and the right result obtained by using the experimental gap from Ref. [21], which is larger

by 508.5 cm−1 than the ab-initio gap. The energies of the states are given in cm−1 and are relative

to the ground (00) vibrational state in the excited electronic state.

State Energy Ab-initio potential Harmonic potential Measured

41 117 15.4 , 19.4 5.43 , 7.07 83.3

2141 1415 5.67 , 8.71 1.13 , 1.43 27.8

2241 2714 2.78 , 3.39 0.504 , 0.61 10.0

43 1074 3.88 , 7.04 1.78 , 2.25 23.3

2143 2373 2.18 , 4.03 0.336 , 0.42 10.8

2243 3672 1.37 , 2.19 0.127 , 0.15 5.88

51 3116 8.16 , 8.84 1.57 , 1.97 13.2

2151 4414 3.61 , 5.07 0.992 , 1.22 9.09

2251 5713 2.04 , 2.85 0.461 , 0.57 5.88

One observes that the lifetimes obtained using the anharmonic ab-initio potential with

the theoretical energy gap, are around 5 times smaller than the experimental lifetimes from

Ref. [36] for the 41 and 43 groups and around 2.3 times smaller for the 51 group. However,

the ab-initio lifetimes get closer to the experimental results when using the measured energy

gap between excited and ground electronic states.

We also remark that the lifetimes obtained with the harmonic approximation potential

are farther from the experimental results than those obtained by the ab-initio potential.

One possible reason for the discrepancy between the ab-initio results and experiment is

that the ab-initio estimates of the non-adiabatic coupling matrix elements (NACME), see

Figure 5 and Eq. 2.11, are not sufficiently accurate. The ab-initio decay rates are quadratic

with respect to the NACME slopes in Eq. 2.11 (see Eq.2.14). If one multiplies the computed

NACME by a factor of 1/1.65 one obtains much better agreement with experiment, as seen

in Figure 8. The scaled results differ from the measured results by 17% for the 41 and 43

groups, and approximately 30% for the 51 group.

17



0.1

1

10

100

500 1000 1500 2000 2500

Li
fe

tim
e 

[n
se

c]

E [cm-1]

OTF measured gap
measured

41

2141

2241

0.1

1

10

100

1500 2000 2500 3000 3500

Li
fe

tim
e 

[n
se

c]

E [cm-1]

OTF measured gap
measured

43

2143
2243

0.1

1

10

100

3500 4000 4500 5000 5500

Li
fe

tim
e 

[n
se

c]

E [cm-1]

OTF measured gap
measured

51

2151 2251

FIG. 8: Lifetimes comparisons between measured results and the ab-initio on the fly computation

obtained after dividing the NACME slopes by 1.65. The group of states 41, 43 and 51 are shown

in panels (a), (b) and (c), respectively.
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IV. CONCLUDING REMARKS

We calculated the internal conversion rate for the excited states of CH2O, using the HK

SCIVR method and on-the-fly molecular dynamics. We used Fermi’s golden rule to calculate

the internal conversion rate, and expressed this rate as a Fourier transform of an overlap

function, which has been evaluated using the HK SCIVR approximation. The molecule

parameters were evaluated with TURBOMOLE, and used in the HK SCIVR calculation.

TURBOMOLE was also used to calculate the potential energy for the classical trajectories

used in the HK SCIVR calculation.

The initial vibronic states on the excited electronic state were computed approximately,

using a separable approximation. This does not seriously affect the computed decay rates,

since the change in energy which would be obtained from a more precise computation would

create only a minor relative change of the energy in the ground state which would not suffice

to account for the discrepancy in the magnitude of the theoretical and experimental decay

rates.

From the comparison with experiment, we may reach a number of conclusions:

• A harmonic approximation for the dynamics is insufficient. There is a rather large

difference between IC lifetimes computed with the harmonic and SCIVR approxima-

tions.

• The first principles based computation of the force field is not sufficiently accurate for

reproducing the measured results reported in Ref. [36]. The calculated energy gap

between the two electronic states is not accurate enough.

• The first principles based dynamics computation using the SCIVR approximation

reproduces rather accurately the relative effects of initiating the internal conversion

from different vibronic states of Formaldehyde.

• Good agreement with experiment was achieved by scaling the NACME by a single

parameter and using the measured energy gap. This indicates that most likely the

main difficulty is in the accurate computation of electronic properties but that the

nuclear force field is sufficiently accurate.

•
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At the end of the day, the Formaldehyde molecule is sufficiently small that one could

create a fitted force field for the molecule and then compute the internal conversion rates

quantum mechanically, using the MCTDH methodology. With present day computational

resources, there is no need to use an SCIVR approximation for this specific system. However,

the computation presented here, demonstrates that the SCIVR methodology is robust and

can be used for the computation of molecular internal conversion rates. A limitation in

applying the methodology to larger systems is that the numerical expense for the dynamics

scales at least as the number of degrees of freedom squared. Given reasonable computational

resources, this implies that it may be possible to use the SCIVR on the fly methodology for

molecules with up to 20 atoms.
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